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ABSTRACT: Heart disease persists as a leading cause of global mortality, making the development of rapid and 

accurate diagnostic tools a clinical imperative. This research presents a significant advancement in heart disease 

detection by developing and validating a novel hybrid Convolutional Neural Network (CNN). Utilizing the widely-

benchmarked UCI Cleveland Heart Disease dataset, which includes 14 key clinical attributes from 1050 patients, our 

approach reframes tabular data for analysis by a 1D CNN architecture. The proposed model is rigorously evaluated 

against traditional neural networks and other CNN configurations. The results are really good, with the hybrid CNN 

reaching a validation accuracy of 99.4%. This performance significantly outperforms existing baseline models. The 

study highlights how certain advanced deep learning models can effectively uncover complicated, non-linear patterns in 

organized medical data, providing a strong and dependable method to help with diagnosis, accuracy, reduce 

misclassification, and ultimately improve patient outcomes in real-world healthcare settings. 
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I. INTRODUCTION 

 

Cardiovascular diseases (CVDs) represent a paramount global health crisis, responsible for millions of deaths annually. 

The World Health Organization (WHO) identifies heart-related conditions as the cause of nearly one-third of all global 

fatalities, a statistic that highlights the urgent need for innovation in cardiac diagnostics. The cornerstone of effective 

treatment and improved patient prognosis is early and precise detection. However, conventional diagnostic modalities, 

such as electrocardiograms (ECG) and computed tomography (CT) scans, often rely on manual interpretation by 

clinical experts. While invaluable, this process can be time-consuming, costly, and subject to human error, creating a 

bottleneck in patient care. 

 

The emergence of artificial intelligence, and specifically deep learning, offers a transformative pathway to address 

these challenges. Deep learning models, particularly Convolutional Neural Networks (CNNs), have demonstrated 

exceptional capabilities in pattern recognition and feature extraction, primarily in the domain of image analysis. This 

research explores the novel application of a CNN architecture adapted for structured, non-image clinical data. By doing 

so, we aim to develop an automated system that can analyze a patient’s clinical profile and deliver a highly accurate 

diagnosis for the presence or absence of heart disease. 

 

II. LITERATURE REVIEW 

 

Several studies have confirmed the viability of deep learning on the standard UCI Heart Disease dataset. For instance, 

Arooj et al. (2022) presented a Deep Convolutional Neural Network (DCNN) that achieved a validation accuracy of 

91.7%, showcasing a significant improvement over traditional methods by using image classification techniques. 

Similarly, Brunese et al. (2020) developed a deep learning model for analyzing cardiac sounds, effectively 

distinguishing between healthy and diseased patients and demonstrating the potential of using non-traditional data 

sources.[1] 

 

More advanced, hybrid approaches have pushed performance even further. In 2024, Rao et al, a model was suggested 

that uses k-means clustering, the SMOTE over-sampling method, and an attention-based recurrent unit called AttGRU, 

and it reached a high accuracy of 95. 42%.[2] This highlighted the benefits of integrating sophisticated data handling 



© 2025 IJMRSET | Volume 8, Issue 8, August 2025|                    DOI:10.15680/IJMRSET.2025.0808014 

 

IJMRSET © 2025                                                   |    An ISO 9001:2008 Certified Journal     |                                                11925 

with advanced neural architectures. At the same time, Saikumar and their team in 2022 combined data from IoT sensors 

with a deep graph convolutional network.[3] They used K-means clustering to clean up the data and LQDA for 

extracting features, which helped them achieve a diagnostic accuracy of 96%.[4] Furthermore, Rath et al. (2021) 

addressed the issue of imbalanced ECG data by using a Generative Adversarial Network (GAN) with an LSTM, which 

significantly outperformed individual models on the MIT-BIH dataset.[5] 

 

Table 1.1: Summary of Key Findings from Related Works 

 

Author(s) Year Methodology Dataset(s) Key Result (Accuracy) 

Arooj et al. 2022 DCNN, Image Classification UCI 0.917 

Rao et al. 2024 k-means, SMOTE, AttGRU Big Data / UCI 0.9542 

Saikumar et 

al. 
2022 DG_ConvoNet, IoT Data Custom / UCI 0.96 

Rath et al. 2021 GAN, LSTM 
MIT-BIH, PTB-

ECG 
Highest F1/AUC 

Brunese et al. 2020 DNN from Cardiac Sounds Custom High Accuracy 

 

III. PROPOSED METHODOLOGY 

 

The research method followed a clear process that included getting the data, cleaning and preparing it, creating the 

model, and testing how well it worked. 

 

A. Data Acquisition and Preprocessing 

The study is based on the Cleveland Heart Disease dataset, which comes from the UCI Machine Learning Repository. 

4. Out of the original 75 attributes, a selected group of 13 main features and one target variable were used, as these are 

widely used in clinical and research work because they are good at predicting outcomes. 

The preprocessing pipeline involved several critical steps to ensure data quality and model readiness: 

Data Cleaning: The dataset was first loaded into a pandas DataFrame. Any rows with missing values, usually shown as 

'? ', were found and taken out to keep the dataset accurate. 

Data Conversion: All the columns with attributes were changed to a number type so calculations could be done easily. 

Feature Normalization: All 13 input features were standardized using a mean and standard deviation approach. This 

process scales the features to a common range, preventing attributes with larger numeric values from disproportionately 

influencing the model's learning process. [6] 

 

B. Model Architecture 

The core of our proposed system is a hybrid 1D Convolutional Neural Network (CNN). This architecture was 

specifically chosen for its ability to perform automatic feature extraction on sequential or vector-like data. The 

architecture is detailed as follows: 

Input Layer: Takes the 13 normalized features as a 1D vector. 

Convolutional Block: Consists of three sequential Conv1D layers. Each layer applies a set of learnable filters to extract 

patterns from the input data, using a LeakyReLU activation function to capture non-linear relationships. 

Pooling Layer: A MaxPooling1D layer follows the convolutional block. Its function is to reduce the dimensionality of 

the feature maps, which helps to make the model more computationally efficient and reduces the risk of overfitting. 

Classifier Block: The pooled features are flattened into a 1D vector and passed through a Dropout layer for 

regularization. This is followed by three Dense (fully-connected) layers, which act as the classifier part of the network. 

A final Dense layer with a single neuron and a Sigmoid activation function outputs a probability score between 0 and 1. 

 

C. Training and Evaluation 

The model was framed as a binary classification problem, where the goal is to predict either the absence (0) or presence 

(1) of heart disease. The dataset was divided into an 80% training set and a 20% testing set. The model was compiled 

using: 

Optimizer: Adam optimizer with a learning rate of 0.001. 

Loss Function: binary_crossentropy, which is mathematically suited for binary classification tasks. 
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Metrics: Performance was primarily measured by accuracy. A detailed classification_report including precision, recall, 

and F1-score was also generated for a comprehensive evaluation. 

 

Table 3.1: Heatmap of Heart Disease Dataset 

 

 
 

IV. SYSTEM DESIGN 

 

The system was designed using a modular approach to facilitate development, experimentation, and robust evaluation. 

The entire framework was built within the Python ecosystem, leveraging its powerful libraries for scientific computing 

and machine learning. [7] 

 

A. Tools and Frameworks 

The project was implemented using the following key technologies: 

Programming Language: Python (version 3.7 or higher). 

 

Core Libraries: 

Pandas: For all data manipulation, cleaning, and loading tasks. 

NumPy: For high-performance numerical computations and array handling. 

Scikit-learn: For data splitting (train_test_split) and for generating performance evaluation metrics (accuracy_score, 

classification_report). 

TensorFlow & Keras: Keras, running on top of TensorFlow, served as the high-level API for designing, building, and 

training all the neural network models. 

Matplotlib & Seaborn: For data visualization, including plotting histograms and the feature correlation heatmap. 

 

B. Experimental Model Comparison 

To validate the superiority of the proposed hybrid CNN, its performance was benchmarked against four other deep 

learning models, each designed with a specific architecture: 

Categorical Neural Network: A standard feed-forward neural network with two dense layers, designed for a multi-

class problem to predict five distinct levels of heart disease severity (0-4). It used a Softmax activation function in the 

output layer. 

Binary Neural Network: A similar architecture to the categorical model but adapted for binary classification. It used a 

Sigmoid activation function in its single-unit output layer. 

1D CNN Model: A more basic version of our proposed model, used to establish a baseline for convolutional 

performance on this dataset. 

2D CNN Model: An experimental model where the 13-feature vector was padded and reshaped into a 4x4 grayscale 

image. This was done to test the feasibility of applying traditional image-based CNNs to this tabular data problem. 
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By comparing the results of these five models, we were able to systematically evaluate the impact of different 

architectures and problem framings (binary vs. categorical) on the final predictive accuracy. 

 

Figure 4.1: Convolutional Neural Network (CNN) Architecture 

 

 
 

V. RESULTS AND DISCUSSION 

 

A. Performance Results 

 

Table 5.1: Model accuracy comparison 

 

Model Validation Accuracy (%) 

Categorical Neural Network 80.00% 

Binary Neural Network 85.00% 

1D CNN Model ~89.4% 

2D CNN Model ~91.3% 

Hybrid CNN Model (Proposed) 99.40% 

 

The baseline neural networks achieved respectable but limited accuracies of 80% and 85%. The experiment with a 2D 

CNN demonstrated that treating tabular data as an image can work, reaching 91.3% accuracy. However, the 

proposed hybrid 1D CNN model achieved a state-of-the-art accuracy of 99.4%, significantly outperforming all 

other models. 

 

B. Discussion 

The exceptional performance of the hybrid CNN model can be attributed to several key factors. Firstly, the use of 1D 

convolutional layers proved highly effective at automatically extracting intricate and meaningful patterns from the raw 

feature vector. Unlike standard dense layers, convolutional filters can learn the relationships between adjacent features 

in the input array, creating a rich hierarchical representation of the data. Secondly, framing the problem as a binary 

classification task rather than a multi-class one provided a clearer and more decisive learning objective, which the 

baseline models also showed was more effective. 

 

The substantial accuracy leap from 91.3% (2D CNN) to 99.4% (hybrid 1D CNN) suggests that forcing tabular data into 

an artificial 2D structure may not be optimal. Instead, using a 1D CNN that directly processes the data in its natural 

vector format allows the model to learn more relevant and powerful features. The model’s high performance 

underscores its ability to minimize both false positives and false negatives, which is of paramount importance in a 

clinical setting where misdiagnosis can have severe consequences. 

 

VI. ADVANTAGES AND DISADVANTAGES 

 

Advantages: 

• High Accuracy: With 99.4% accuracy, the model offers a level of precision that significantly reduces the risk of 

misdiagnosis compared to many existing methods. 

• Automation and Efficiency: The system automates the diagnostic process, saving valuable time for medical 

experts and allowing for a higher throughput of patient screenings. 
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• Cost-Effectiveness: While initial development requires investment, the long-term use of such an automated 

system can reduce healthcare costs by enabling earlier, less invasive treatments and minimizing the need for 

expensive diagnostic procedures. 

 

Disadvantages: 

• Dependence on Data Quality: The model's performance is contingent on the availability of high-quality, 

complete, and unbiased training data. 

• Limited Generalization: The model was trained on a specific dataset and may require retraining or fine-tuning to 

perform accurately on new populations with different genetic or lifestyle factors. 

• High Computational Costs: Training deep learning models requires significant computational resources (such as 

GPUs), which may be a barrier for smaller clinics or research institutions. 

 

VII. FUTURE SCOPE 

 

The success of this model provides a strong foundation for future research and development in several key areas: 

1. Enhancing Interpretability: The most critical next step is the integration of Explainable AI (XAI) techniques, 

such as LIME or SHAP. This would provide visual and textual explanations for why the model made a particular 

prediction, making it more transparent and trustworthy for clinical use. 

2. Multi-Modal Data Integration: Future models could be enhanced by incorporating data from multiple sources, 

such as raw ECG signals, medical images (echocardiograms), and genomic data. Using different types of 

information together gives a better overall picture of a patient's health and can result in more accurate predictions. 

3. Federated Learning: To address data privacy concerns and improve generalization, a federated learning 

framework could be implemented. This would allow the model to be trained across multiple hospitals or clinics 

without requiring them to share sensitive patient data. 

 

VIII. CONCLUSION 

 

This research successfully designed, developed, and validated a novel hybrid 1D Convolutional Neural Network that 

achieves an exceptional accuracy of 99.4% for heart disease detection on the benchmark Cleveland dataset. This result 

represents a significant advancement, substantially outperforming standard neural networks and other deep learning 

configurations. By demonstrating the power of a specialized CNN architecture to analyze structured clinical data, this 

study highlights a highly effective approach for automatic feature extraction and classification in the medical domain. 

The model’s high precision and reliability position it as a powerful tool with immense potential for real-world clinical 

applications, from early diagnosis and risk stratification to supporting the decisions of healthcare professionals. While 

challenges such as interpretability and data generalization remain, this work provides a robust framework and a new 

performance standard for future research in AI-driven diagnostic systems. The continued refinement of such models 

promises to bring about a new era of accuracy, efficiency, and accessibility in the global fight against heart disease. 
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